
Trajectory-Driven Object Clustering and Visualization

Chenhui Li, George Baciu
Department of Computing, The Hong Kong Polytechnic University

Abstract

Trajectory data mining and visualization has become a dom-
inant problem in visual analytics applications. However, the
main problems with visualizing trajectory information are
the size and the structure of the trajectory data. In order to
interact with moving data patterns, we present a trajectory-
driven framework for clustering and visualizing the moving
objects. Our contributions include a robust labeling method,
which aggregates the trajectories into regular patches for
the purpose of structuring the content of trajectories. Be-
sides, an optimized k-means method is presented to effec-
tively cluster the trajectories. Our experiment shows that
our approach can support large-scale trajectory clustering
and visualization.

1 Introduction

Trajectory-based analysis and visualization has gained much
interest in the geo-informatics, transportation and urban
planning community due to the increasing large-scale spa-
tial data streaming such as GPS locations. The clustering
of trajectories according to different types of moving ob-
jects is still an open problem. Kisilevich et al. [3] show a
survey about spatio-temporal clustering. They classify the
spatio-temporal data types and clustering methods. The
clustering methods can be classified as distance-based and
density-based. Common distance-based method is k-means
as shown in [2]. OPTICS [1] is a frequently used density-
based mehtod for spatio-temporal clustering. These meth-
ods mainly focus on segmenting the moving object trajec-
tory into sub-trajectories and then cluster them. However,
the relationship between the moving objects has received
less attention. The relationship between moving objects can
represent significant information.

In this work, we present a flexible trajectory clustering
and visualization framework. The research objective of this
work is clustering a large-scale trajectories in polynomial
time. The problem of clustering in this work is defined as
follows. The input consists of trajectories generated by dif-
ferent moving objects such as people and vehicles. The out-
put is a relationship network of moving objects. Each node
in the network represent a moving object. The nodes are
clustered and assigned cluster IDs in the network. After the
clustering, a network visualization system will be presented.
The experiments show that the method can effectively clus-
ter trajectory data and help users in exploring large data
sets.

2 Methodology

We assume the input is a set of geographical trajectories
generated from a set of moving objects. T = {t0, t1, ..., tn}
is defined as a set of trajectories, where n is the count of tra-
jectories. Each trajectory t = {p0,p1, ...,pj} , (pj ∈ R2) is a

collection of points in 2d. Ci, i ∈ [1, c] is defined as the tra-
jectory cluster set, where c is cluster count and each cluster
at least includes one trajectory. First, we transform each T
into a feature vector f by using patch labeling method. Sec-
ond, we adopt the method of spectral analysis to calculate
the eigenvalues and the eigenvectors of the similarity matrix
with regard to the set of f . Third, we select k-maximum
eigenvectors as the new feature vector f ′ and use k-means to
generate the clusters.

2.1 Patch Labeling

The basic idea of patch labeling is aggregating the points of
T into structured geometrical patches as shown in Fig. 1.
Each patch has the same size. The number of patches is
according to the requirement of accuracy. The bound of the
trajectories is defined in advance according to the range of
the position in the dataset. We define a feature vector f to
store the trajectory point count in the patch. The f can be
defined as f = [g1, ..., gi, ..., gn2 ], where gi, i ∈ [1, n2] denotes
the points count in the patch and n2 indicates the count
of the patches. We calculate the feature vector f for each
trajectory and get a set of vectors F.

Figure 1: Structured geometrical patches on the map.

2.2 Dimensional Reduction

Normally, f is very large, in order to satisfy the require-
ment of high accuracy clustering. In this case, k-means
method cannot be directly used to cluster the labeled tra-
jectories since its distance and mean calculation on a high-
dimensional feature vector is time-consuming. In addition,
the iteration calculation of k-means also require many iter-
ations to converge. Therefore, the dimensional reduction is
required to deal with high-dimensional clustering problem.
We adopt the spectral reduction method (SRM), which is
inspried from the spectral clustering method [4]. The main
step of SRM is constructing a similarity matrix for each f
in F. Then, we can construct a Laplacian Matrix to im-
plement dimensional reduction and get the dimensionally
reduced feature matrix F′.

2.3 Clustering

Since we obtained the dimensionally reduced feature matrix
F′, we can adopt the k-means method to cluster each fea-
ture vector. We assume each feature vector f ′ in F′ has t
features and the matrix includes N feature vectors, which be-
long to N nodes. The clustering process includes five steps.



First, we initialize the expected number of cluster count as
k. Second, we randomly assign the k vector as the cluster
center. Third, we assign each node nij into the closest clus-
ter by calculating the distance between it and each cluster
center. Fourth, for each cluster, we assign the cluster center
to the node that is close to the mean position of cluster’s
elements. Fifth, we repeat the clustering step until the sum
of distance Dsum is minimized. Dsum can be defined as

Dsum =
i<k∑
i=0

j<count(i)∑
j=0

dist(nij , ci), where k indicates the ex-

pected cluster number, count(i) means the node number in
the cluster i, dist calculates the euclidean distance between
the node position nij and the corresponding cluster center
ci. When the Dsum is minimized, we can achieve the final
clusters.

2.4 Relationship Network

The relationship of the trajectories could be defined as two
forms. The first one is network of the moving objects. The
second one is network of the clusters. Basically, the moving
objects network can be visualized through the similarity cal-
culation. If there is a cross between two trajectories, we as-
sume these two trajectories contains one weight connection.
The simple example is shown in Fig. 2. After calculating the
relationship, we can visualized the whole network of moving
objects from trajectories as an example in Fig. 3. The layout
of the network can be placed according to the direct-force
layout method.

Figure 2: The transformation from trajectories to network.

Figure 3: Moving objects network visualization.

3 Experimental Study

The computer environment contains Intel i7 CPU and 16GB
RAM. We select GeoLife as our target dataset with a massive
number of trajectories related to 182 individuals in the Bei-
jing [5]. The total distances of these trajectories is 1,292,951
kilometers. Each set in the dataset includes several location
records. Each record includes the position and time. In our
current work, we have not considered the time dimension.
We apply k as 8 in this case. After the clustering, we can
get the cluster distribution of 182 people as shown in Fig. 5,
where Y-axis denotes the count of people. By using the
method we have presented, trajectories clustering problem
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Figure 4: The trajectories of cluster 1 and cluster 5.

has been reduced to a low-dimensional k-clustering problem.
Therefore, our method can be implemented in polynomial
time.

Furthermore, we draw the trajectory density map accord-
ing to different cluster that can provide more information
for the user to explore. For example, Fig. 4(a) and Fig. 4(b)
show two clustered trajectories of Beijing city. From the
Fig. 4(a), we can find that the people of cluster 1 like travel
around the whole city. From the Fig. 4(b), we detect that
the people in cluster 5 were staying on the fixing places in
the city.

Figure 5: The cluster size distribution of GeoLife trajectories.

4 Conclusion

In this poster, a trajectory clustering method for visualizing
the relationship of moving objects has been presented. In
the future, we plan to extend our method to make it suit-
able for exploring with dynamic features of the streaming
trajectories.
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